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Abstract

In this thesis, we deal with shape sensitivity in 2D acoustic scatter. More pre-
cisely, we are dealing with an inverse scattering problem as a shape optimization
problem, where we define a functional J which measures the difference between
the given measured data and the computed solution, the goal is then to find the
shape that minimizes the functional.

The focus in this thesis lies on computing the derivative of J which is rele-
vant when investigating shape sensitivity. The derivative will be computed with
a method called the adjoint method. Lastly, we will introduce the method of
fundamental solution. Here, the scattered wave is approximated using the fun-
damental solution of the Helmholtz equation, and the shape-derivative J will be
computed considering the approximation.
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Chapter 1

Introduction

The term “shape sensitivity” describes how an object’s shape or geometry affects
a functional output, such as a cost or performance metric. It is frequently em-
ployed in the field of optimization, where the objective is to identify an object’s
ideal shape while satisfying a set of performance requirements. It is feasible to
build more efficient methods by understanding how changes of the shape impact
the functional output. Numerous systems, including aerodynamic designs, ve-
hicle structures, and medical devices, can be improved using shape sensitivity.
Shape sensitivity is a powerful tool for engineers wanting to create innovative
and efficient products.

In this work, the focus lies on shape sensitivity of acoustic scattering. Acoustic
scattering is the process by which sound waves are scattered by objects. When
sound waves encounter an object, they can be absorbed, transmitted, or scattered
in different directions, depending on the size, shape, and composition of the
object. Acoustic scattering is an important phenomenon in various fields, such
as underwater acoustics, sonar imaging and medical ultrasound. By analyzing
the scattered sound waves, it is possible to obtain information about the size,
shape, and position of the object that caused the scattering.

In our scenario, a planar wave is scattered by a long object in a two-dimensional
environment and the translation is invariant in one direction. The initial object
from which the sound waves were scattered by, can be found with the aid of inverse
problem optimization. To do that, we want to compute the shape derivative.
However, we firstly state some relevant definition and the problem setting will be
defined and explained in Chapter 1 and 2.

1.1 Definitions

Definition 1.1. (Vector-field)([1], Ch. 2) A vector-field X on U ⊂ Rn is a
function which assigns to each of the points U a vector at that point p. Thus,

X (p) = (p,X(p)),
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1. Introduction 2

for some function X : U → Rn.

Definition 1.2. (Hankel function)([2], Sect. 2.3, Ch.2) We call

H1
n(z) = Jn(z) + Yn(z)

the first Hankel function of order n, where

Jn(z) =
z

n

∞∑
j=1

(
− z2

a

)
j!(n+ j)!

is the Bessel function of the first kind and Yn(z) the Bessel function of the second
kind for all series of H1

n. In figure 1.1 you can see a plot of the real and imaginary
parts of H1

n. As r increases, the real part oscillates around zero, demonstrating
the Bessel function of the first kind. It has a zero crossing at a certain point.
The imaginary part also oscillates, but is out of phase with the real part. It has
the same zero crossings as the real part but shifted in phase by π/2.

Figure 1.1: Real and Imaginary part of H1
0

Definition 1.3. In this work the linear space H1
∂D(Ω) is given by:

H1
∂D(Ω) = {w ∈ H1(Ω) : w|∂D = 0}. (1.1)

1.2 The Acoustic Problem

Let D ∈ R2 be a bounded simply connected planar domain with analytic bound-
ary such that Ω := R2 \ D̄ ∈ R2 is connected. Besides that, we are given a wave
number k > 0 ∈ R2 and an incoming wave

uinc = eikd·x,
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D

uinc

us

Figure 1.2: Acoustic scattering

moving in the unit direction d = {d ∈ R2 : |d| = 1}. The scatterer of uinc
produces a scattered wave us, where the total wave is

u = uinc + us

Acoustic waves, satisfy the wave equation. The time harmonic solution of the
wave equation satisfies the Helmholtz equation. Furthermore, we are considering
a sound-soft obstacle with Dirchlet boundary condition.

Thereby, the boundary value problem corresponding to the acoustic problem is
given by the state equation:{

∆u+ k2u = 0 in Ω

u = 0 on ∂D
(1.2)

lim
r→∞

√
r (∂r(us)− ikus) = 0. (1.3)

It is also required that the waves satisfy the Sommerfeld radiation condition (1.2),
which guarantees that the wave is outgoing when going towards infinity.

AD

supp V

∂Ω∗

n

Figure 1.3: Geometrical Setting
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Geometrical setting

The geometrical setting consists of a scatterer, a long shape D ∈ R2, which
is affected by shape variation effected by a deformation vector-field. We also
consider a circular strip A, that does not undergo deformation by the vector-field.
This is the integration domain of the far-field function that will be introduced
in the next chapter. The measured data ug ∈ L2(S1) is given. The truncation
boundary ∂Ω∗ is a smooth artificial boundary enclosing the scatterer. Lastly, we
have that n is the unit normal vector of the truncation boundary ∂Ω∗.

Variational formulation

To simplify computations, we will derive a weak formulation of (1.2). This for-
mulation involves replacing the strong form of the equation, which is based on
derivatives, with an equivalent integral form that is based on integrals and func-
tions. The new formulation is going to become helpful later, when deriving the
shape-derivative.

Theorem 1.4 (Variational formulation). The variational formulation of the
boundary conditions in (1.2) can be formulated as:

Seek u ∈ H1
∂D(Ω) = {w ∈ H1(Ω) : w|∂D = 0}, such that

a(u, v) = l(v) (1.4)

for all v ∈ H1
∂D(Ω). a(u, v) and l(v) are defined as follows:

a(u, v) =

∫
Φs(Ω)

−∇(u) · ∇(v)− k2uvdx+

∫
∂Ω∗

DtNk(u|∂Ω∗)v|∂Ω∗dS,

l(v) =

∫
∂Ω∗

(−γNuinc +DtNk(uinc|∂Ω∗))v|∂Ω∗dS,

(1.5)

and where ∂Ω∗ is the truncation boundary, DtNk is a Dirchlet-to-Neumann-
operator, defined as ∇(u) · n = DtNk(u) and γNuinc = u · n|∂Ω∗ the Neumann
trace.

Proof. The boundary condition (1.2) implies that the following holds:∫
Ω
(div∇u+ k2u)vdx = 0 ∀v ∈ C∞(Ω̄) and v|∂D = 0

→
∫
Ω
−∇u · ∇v + k2uvdx+

∫
∂Ω∗

(∇u · n)vdS = 0.
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The implication follows straightforwardly through integration by parts. Next, we
use the following notation ∇(u − uinc) · n = DtNk(u − uinc|∂Ω∗), and γNuinc =
u · n|∂Ω∗ . This gives together with DtNk being linear,∫
Ω
−∇u · ∇v + k2uvdx+

∫
∂Ω∗

DtNk(u|∂Ω∗) +∇uinc · n︸ ︷︷ ︸
γNuinc

−DtNk(uinc|∂Ω∗)dS = 0.

Moving the last two terms in the last integral to the right-hand side yields (1.4).

We have now covered the idea of form sensitivity and its application to optimiza-
tion. In this Chapter, the direct exterior scattering problem has been presented
as well as the problem’s variational formulation, supplying the groundwork for
deriving the shape derivative. In the next chapter, we will introduce the acoustic
model and introduce the far-field pattern.



Chapter 2

Acoustic Model

Although this paper focuses on shape sensitivity, we are going to give a brief
description of sound and its behavior. For most people, sound is synonymous to
hearing. But in fact sound is acoustic waves which describe the fluctuation of
pressure([3] Sect. 1.0, Ch. 1). In the end, we are going to introduce the far-field
and derive a volume representation formula, which is useful when defining the
shape function and deriving the derivative in Chapter 3.

2.1 Harmonic signals

The basic mathematical description of a harmonic signals can be written as a
sine or a cosine wave in time,

p(t) = A cos(ωt+ ϕs) or p(t) = A sin(ωt+ ϕc). (2.1)

The parameter A is the amplitude. The term ω is used to referring to the circular
frequency, ω = 2π

T , where the period in which each pattern repeats is referred to
as T .

A more convenient way to work with harmonic signals is by using the complex
representation

Aeik·x = A cos(ωt) + iA sin(ωt).

([3] Sect. 1.1, Ch. 1)

2.2 Wave equation and Helmholtz equation

In this section, we will give a short introduction to what acoustic waves are, as
well as their behavior and properties. For this, we follow Colton and Kress’s book
([4] Sect. 2.1, Ch. 2) if not stated otherwise.

6



2. Acoustic Model 7

We consider the propagation of soundwaves to be amplitudes in a homogenous
isotropic medium in space and the motion is determined by the linearized wave
equation

1

c2
∂2U

∂t2
= ∆U, (2.2)

where U = U(x, t) is the scalar time-dependent velocity potential depending on
the particle’s velocity field. Moreover, c is the acoustic speed. For time-harmonic
acoustic waves of the form

U(x, t) = Re{u(x)e−iωt}, (2.3)

where ω > 0 is the angular frequency, we obtain the Helmholtz equation when
substituting (2.3) into the wave equation (2.2)

∆u+ k2u = 0,

where k represents the wave number. Therefore, time-harmonic acoustic waves
can be modeled with the Helmholtz equation.

2.2.1 Sound-soft and Sound-hard Obstacles

In obstacle scattering it is important to differentiate between penetrable and
impenetrable objects, also called sound-soft and sound-hard obstacles.

For a sound-soft obstacle, the total pressure vanishes on the boundary of the
obstacle. More precisely, let us consider the scattering of an incoming wave ui

by a sound-soft object D. Then the total wave u = ui + us consisting of the sum
of the incoming wave and the scattered wave, must satisfy not only the wave
equation in the exterior R2 \ D̄ but also the Dirichlet boundary condition u = 0
on ∂D

On the other hand, for sound-hard obstacles, as the normal velocity of the acous-
tic wave vanishes on the boundary, we get a Neumann boundary condition ∂u

∂n = 0
on ∂D where n is the unit outward normal of the boundary.

In this work, we are only considering a sound-soft obstacle D.

2.2.2 Sommerfeld Radiation Condition

To ensure uniqueness for the scattered wave, us Sommerfeld introduced the ra-
diation condition

lim
r→∞

√
r (∂r(us)− ikus) = 0, (2.4)



2. Acoustic Model 8

where r = |x| [5]. (This is the radiation conditions for the two-dimensional case).
It is worth noting that only the first one, of the following possible spherically
symmetric solutions

eik|x|

|x|
and

e−ik|x|

|x|

of the Helmholtz equation satisfies the radiation condition. Physically, the Som-
merfeld radiation condition guarantees that it is an outgoing wave.

2.3 Green’s theorem and formula

In this section we follow Colton and Kress’s book ([4] Sect. 2.2, Ch. 2).

Most of the solutions to the Helmholtz equation ∆u + k2u = 0 can be deduced
from the fundamental solution

Φk(x) =
i

4
H

(1)
0 (k|x− y|), x ̸= y

(This is the fundamental solution in the two-dimensional case). Straight-forward
differentiation shows that it satisfies the Helmholtz equation in R2 \ {y}.
One important basic tool in the study of the Helmholtz equation is provided by
Green’s integral theorems.

Theorem 2.1. (Green’s Theorem) Let D be a bounded domain of class C1 and
let n denote the unit normal vector to the boundary ∂D directed into the exterior
of D. Then, for u ∈ C1(D̄) and v ∈ C2(D̄) we have Green’s first theorem

∫
D
(u∆v +∇u · ∇v)dx =

∫
∂D

u
∂v

∂n
ds, (2.5)

and for u, v ∈ C2(D̄) we have Green’s second theorem∫
D
(u∆v − v∆u)dx =

∫
∂D

(
u
∂u

∂n
− v

∂u

∂n
ds

)
. (2.6)

With help of the Green’s theorem, the following theorem can be derived.

Theorem 2.2. 1 Assume the bounded set D is the open complement of an un-
bounded domain of class C2 and let n denote the unit normal vector to the bound-
ary ∂D directed to the exterior of D. Let u ∈ C2(R2\D)∩C(R2\D) be a radiating
solution to the Helmholtz equation

∆u+ k2u = 0 in R2 \ D̄,

1The Theorem is taken from ([4] Sect. 2.2, Ch. 2, Thm 2.2).
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which possesses a normal derivative on the boundary in the sense that the limit

∂u

∂n
(x) = lim

h→+0
(x) · ∇u(x+ hn), x ∈ ∂D

exists uniformly on ∂D. Then we have Green’s formula,

u(x) =

∫
∂D

{
u(y)

∂Φ(x,y)

∂n(y)
− ∂u

∂n
(y)Φ(x, y)

}
ds(y)

−
∫
D

{
∆u(y) + k2u(y)

}
Φ(x,y), x ∈ R2 \ D̄,

where the volume integral exists as an improper integral. However, as u is a
solution of the Helmholtz equation

∆u+ k2u = 0 in R2 \ D̄,

the second term vanishes, and we are left with the following Green’s representation
formula of u(x):

u(x) =

∫
∂D

{
u(y)

∂Φ(x,y)

∂n(y)
− ∂u

∂n
(y)Φ(x,y)

}
ds(y), x ∈ R2 \ D̄. (2.7)

2.4 The Far-field Pattern

The radiation condition leads to an asymptotic behavior of the scattered wave.
More precisely, we have the following theorem.

Theorem 2.3. 2 Every radiating solution u to the Helmholtz equation has the
asymptotic behavior of an outgoing wave

u(x) =
eik|x|√
|x|

{
u∞(x̂) +O

(
1

|x|

)}
, |x| → ∞ (2.8)

uniformly in all directions, x̂ = x
|x| , where the function u∞ defined on the unit

circle S1 is known as the far-field pattern of u. Under the assumption of Theorem
(2.2) we have

u∞(x̂) =
1

4π

∫
∂D

{
u(y)

∂Φ∞(x̂,y)

∂n(y)
− ∂u

∂n
(y)Φ∞(x̂,y)

}
dS(y), (2.9)

where Φ∞(x̂,y) satisfies the asymptotic behavior

Φ(x,y) =
eik|x|√
|x|

(
Φ∞(x̂,y) +O

(
1

|x|

))
for x→∞. (2.10)

2The theorem is taken from ([4] Sect. 2.2, Ch. 2, Thm 2.6), and adapted for the two-
dimensional case.
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Example 2.4. In the two-dimensional case, we have that

Φk(r) =
i

4
H

(1)
0 (k|x− y|), x ̸= y,

where H
(1)
0 is the Hankel function. The asymptotics of the Hankel function is

H
(1)
0 (r) =

√
2

πr
· ei(r−

π
4
) +O(r−

3
2 ) for r→∞,

[6]. Now if we keep y fixed and let |x| → ∞, we obtain the following behavior of
(x,y) 7→ Φ(x,y).

Φ(x,y) = − i

a
H1

0

(
k

(
|x| − x̂ · y +O

(
1

|x|

)))
= − i

4

√√√√ 2

πk
(
|x| − x̂ · y +O

(
1
|x|

))eik(|x|−x̂·y+O
(

1
|x|

))
− iπ

4 +O(|x|−
3
2 )

Note: For the next equality, we use the fact that (1 + t)−
1
2 = 1− 1

2
t+O(t2)

= − i

4

√
2

πk

eik|x|−iπ
4√

|x|

(
1− 1

2
x̂ · y

|x|
+O(|x|)−2

)
e−ikx̂·y

(
1 +O

(
1

|x|

)
+O(|x|)−

3
2

)

=
eik|x|√
|x|

− i

4

√
2

πk
e−iπ

4 e−ikx̂·y︸ ︷︷ ︸
Φ∞(x̂,y)

+O
(

1

|x|

) .

We can therefore conclude that

Φ∞(x̂,y) = − 1√
k

ei
π
4

2
√
2π

e−ikx̂·y.

Remark 2.5. It turns out that Φ∞(x̂,y) = Cd,ke
−ikx̂·y holds in any dimension,

with Cd,k a constant depending on the dimension d and the wave number k.

2.4.1 Far-field Pattern as a Volume Integral

The far-field pattern can alternatively be expressed as a volume integral, which
we show in the following theorem:
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Theorem 2.6. The far-field pattern (2.9) can be rewritten as a volume integral

u∞(x̂) = Cd,k

∫
A
(∆Ψ− ikx̂∇Ψ)e−kx̂·yu(y)dy, (2.11)

with Cd,k = 1√
k

ei
π
4

2
√
2π

in the 2-dimensional case, and Ψ ∈ C2(R2) being a cut-off
function satisfying:

• 0 ≤ Ψ(x) ≤ 1,

• suppΨ ∩ D̄ = ∅,

• Ψ = 1 for |x| > R1.

Proof. We start with Green’s representation formula (2.7) of any solution u of the
Helmholtz equation, where Φ(x,y) is the fundamental solution of the Helmholtz
equation.

From Theorem 2.2, we have that the following holds:

u(x) =

∫
∂D

{
u(y)

∂Φ(x,y)

∂n(y)
− ∂u

∂n
(y)Φ(x,y)

}
dS(y)

−
∫
D
Φ(x,y)(∆ + k2)u(y)dy,

(2.12)

where D is the bounded open complement of an unbounded domain of class C2.
Now let u solve

(∆ + k2)u = 0 for |x| ≥ R0

as well as the Sommerfeld condition (2.4). Then pick a cut-off function Ψ ∈ C2

such that

Ψ(x) = 0 for |x| ≤ R0

Ψ(x) = 1 for |x| > R1 > R0.
(2.13)

Set ω = Ψu. With the product rule and the fact that (∆+k2)u = 0 for |x| ≥ R0,
it holds that

(∆ + k2)ω = 2∇Ψ · ∇u+ u∆Ψ+Ψ(∆+ k2)u︸ ︷︷ ︸
=0

= 2∇Ψ · ∇u+ u∆Ψ.

(2.14)

Now before continuing we will derive the following lemma:

Lemma 2.7.∫
|x|=R

{
u(y)

∂Φ(x,y)

∂n(y)
− ∂u(y)

∂n
Φ(x,y)

}
dS(y) = 0 for R→∞.
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Proof of Lemma. We first show that∫
|x|=R

|u|2dS(y) = O(1), for R→∞ (2.15)

To do this, we first notice that from the radiation condition the following holds:∫
|x|=R

{∣∣∣∣∂u∂n
∣∣∣∣2 + k2|u|2 + Im

(
u
∂ū

∂n

)}
dS(y) =

∫
|x|=R

∣∣∣∣∂u∂n − iku

∣∣∣∣2 dS(y)→ 0, R→∞,

where n is the unit outwards normal to R. We now choose R big enough such that
D̄ is contained in the circle with radius R. Then by applying Green’s Theorem
(2.1) on the domain DR := {y ∈ R2 \ D̄ : |y| < R} we obtain∫

DR

∆uū+∇u∇ūdy =

∫
∂DR

u
∂ū

∂n
dS(y). (2.16)

Together with the fact that (∆ + k2)u = 0 for |x| ∈ R2 \ D̄ and SR := {x ∈ R2 :
|x| = R} = ∂DR \ ∂D we obtain∫

|x|=R
u
∂ū

∂n
dS(y) = −

∫
∂D

u
∂ū

∂n
dS(y)− k2

∫
DR

|u|2dy +

∫
DR

|∇u|2dy (2.17)

By inserting the imaginary part of (2.17) into (2.16) we find that

lim
R→∞

∫
|x|=R

{∣∣∣∣∂u∂n
∣∣∣∣2 + k2|u|2

}
dS(y) = 2k Im

∫
∂D

u
∂ū

∂n
dS(y). (2.18)

Both terms on the right-hand side of (2.18) are non-negative, and the left-hand
side equals zero as u = 0 on ∂D. Therefore, each term on the right-hand side
must individually be bounded as R→∞. Therefore, (2.15) must hold.

Now with (2.15), the Sommerfeld’s radiation for (x, y)→ Φ(x, y)

∂Φ(x,y)

∂n
− ikΦ(x,y) = O

(
1

r

)
, R→∞, (2.19)

and the Cauchy-Schwartz inequality ⟨a,b⟩ ≤ ||a|| · ||b|| for a,b ∈ R2, we get:

I1 =

∫
|x|=R

u(y)

{
∂Φ(x,y)

∂n(y)
− ikΦ(x,y)

}
dS(y)→ 0, R→∞. (2.20)

Together with the radiation condition (1.3) for u and Φ(x,y) = O(r−
3
2 ) (follows

from the asymptotics of the Hankel function, see Example 2.4) for y ∈ SR, we
get

I2 =

∫
|x|=R

Φ(x,y)

{
∂u

∂n
(y)− iku(y)

}
dS(y)→ 0, R→∞. (2.21)
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Therefore,∫
|x|=R

{
u(y)

∂Φ(x,y)

∂n(y)
− ∂u(y)

∂n
Φ(x,y)

}
dS(y) = I1 − I2 = 0 for R→∞.

Besides Lemma 2.7 we also have that,

1. supp∇Ψ ⊂ {x ∈ R2 : R0 < |x| < R1}

2. supp(∇+ k2)ω ⊂ {x ∈ R2 : R0 < |x| < R1}.

The first follows directly from the fact that Ψ is in C2 and constant for |x| ≤ R0

and |x| > R1 > R0. The second follows from (2.14) and 1.

In (2.12) we now choose to consider the domain Ω = BR := {x ∈ R2 : |x| < R}
for R > 0. Thus, from (2.12) and Lemma 2.7 we have for Ω = BR, R→∞ and
x > R1 the expression

u(x) = −
∫
supp∇Ψ

Φ(x,y)(2∇Ψ · ∇u+ u∆Ψ)(y)dy. (2.22)

By plugging in Φ(x,y) = eik|x|√
|x|

(
Cd,ke

−ikx̂·y +O
(

1
|x|

))
for x→∞, from (2.10)

into (2.22) and using Remark 2.5 we get

u(x) = −eik|x|√
|x|

Cd,k

∫
supp∇Ψ

(2∇Ψ · ∇u+ u∆Ψ)(y)e−ikx̂·ydy. (2.23)

Together with the asymptotic behavior in (2.8), we obtain

u∞(x) = −Cd,k

∫
supp∇Ψ

(2∇Ψ · ∇u+ u∆Ψ)(y)e−ikx̂·ydy (2.24)

We can now rewrite (2.24) by employing Green’s Theorem and integration by
parts. Let A := {x ∈ R2 : R0 < |x| < R1} then it holds with Green’s Theorem
(2.1) that ∫

A
(∇Ψ · ∇u+ u∆Ψ)(y)e−ikx̂·ydy =

∫
∂A

u
∂Ψ

∂n
dS(y) = 0. (2.25)

Since ∂Ψ
∂n |∂A = 0. Secondly, we have with integration by parts that∫
A
(∇Ψ · ∇u)e−ikx̂·ydy = −

∫
A
div(∇Ψ · e−ikx̂·y)u(y)d(y)

+

∫
∂A

(∇Ψ · e−ikx̂·y · v(y))︸ ︷︷ ︸
=0 since ∇Ψ|∂A=0

u(y)dS(y)

= −
∫
A
(∆Ψ− ikx̂∇Ψ)e−ikx̂·yu(y)dy,

(2.26)
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Plugging the results from (2.25) and (2.26) into (2.24) gives the desired result

u∞(x) = −Cd,k

(∫
supp∇Ψ

(∇Ψ · ∇u+ u∆Ψ)(y)e−ikx̂·ydy +

∫
supp∇Ψ

(∇Ψ · ∇u)(y)e−ikx̂·ydy

)
= Cd,k

∫
A
(∆Ψ− ikx̂∇Ψ)e−kx̂·yu(y)dy

Note: The constant Cd,k we obtained in Example 2.4.



Chapter 3

Derivation of the Shape-Gradient

The main goal of this Chapter is to derive an expression of the shape derivative
of a Shape-functional witch is defined in the next section. To do this, we will
first go through the idea of a shape-gradient.

3.1 The Shape-gradient

In this section, we are going to introduce the shape function and define the
concept of shape gradient. For this follow ([7] Sect. 2.1, Ch. 2).

3.1.1 Shape Function

To be able to measure shape sensitivity, we define a shape function, the L2 far-
field tracking functional (3.1). The purpose of this is to be able to measure
the difference between our reference solution from the far-field pattern and our
measured scattered pattern. Therefore, we define our shape function as,

J(u(D)) = ||ug − u∞(D)||2L2(S1) =

∫
S1
|ug − u∞(D)|2dS. (3.1)

In this expression, ug ∈ L2(S1) represents the measured data of the scattered
wave, and u∞(D) is our actual far-field pattern for our shape D satisfying the
boundary value problem (1.2) and (1.3).

3.1.2 Shape Gradient

Shape sensitivity is defined as the impact of small perturbation of the shape on
our shape function J(D). To be able to model the perturbation, we will introduce
the following map

Φs(x) = x+ sV(x), x ∈ R2, (3.2)

15
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where V : R2 → R2 is a smooth vector-field in R2. We notice that by using the
mapping (3.2), it is natural to consider J(D) as a mapping

J : Uad → R, (3.3)

where Uad is defined as the family of admissible domains

Uad := {Φs(x)|x ∈ C1(Ω)}. (3.4)

The sensitivity can then be expressed as the derivative of the shape functional J
in the direction V. More precisely, that is〈

dJ(D)

dD
,V

〉
:= lim

s→0

J(Ds)− J(D)

s
, (3.5)

where we have used the notation Ds := Φs(D).

It is necessary to investigate different ways to compute this derivative.

3.2 Derivative of the Shape Gradient

To derive the shape gradient, we could simply derive our shape function (3.1).
We would then with the chain rule obtain the expression〈

dJ(u(D))

du
, ⟨u′(D),V⟩

〉
, (3.6)

where dJ(u(D))
du is the derivative of the functional J with respect to u and ⟨u′(D),V⟩

is the derivative of u with respect to the perturbation in the direction of V,

⟨u′(D),V⟩ = du

ds

∣∣∣∣
s=0

.

Calculating the derivative like this leaves us with an equivalent problem for each
coordinate of the Domain Ω. In the next section, to avoid this, we are going to
use a different approach.

3.3 Adjoint method

In the following, instead of calculating the derivative directly, we will now in-
troduce a new approach and more efficient way of representing the derivative.
We will namely derive the shape gradient of our shape functional (3.1) with an
adjoint method using a Lagrangian approach. A lot of the work is similar to the
one done in ([7] Sect. 2.1, Ch. 2).



3. Derivation of the Shape-Gradient 17

Theorem 3.1. Let D be a long shaped simply connected planar domain with
analytic boundary ∂D and let Ω = R2 \ D̄. The shape derivative of the shape
functional (3.1) constrained to (1.2) and (1.3) reads〈

dJ(Ω)

dD
,V

〉
=

∫
Ω
∇u(divV −DV −DVT )∇v − k2uvdivVdx. (3.7)

and can be recast to a boundary integral as〈
dJ(D)

dD
,V

〉
=

∫
∂Ω
V · n(∇u∇v)dS, (3.8)

where v ∈ H1
∂D(Ω) is the solution of the corresponding adjoint problem:

2

∫
S1
(F (u)− ug)F (ϕ)dS−

∫
Ω
−∇ϕ · ∇v − k2ϕvdx+

∫
∂Ω∗

v∇ϕ · ndS = 0,

for all ϕ ∈ H1
∂D(Ω). F (u)(x) is the volume representation of the far-field func-

tion.

Proof. To compute the derivative, it is convenient to work with the variational
formulation (1.5) introduced in the introduction. As explained in (3.1.2) we
induced the map Φs(x) = x + sV to be able to model a small perturbation
of our obstacle, which then is used to express the derivative. By employing
transformation techniques on the variational formulation (1.5), we can get rid of
the parameter s from the integral domain Ωs := Φ(Ω) ([8] Sect. 4.1-3, Ch. 9).
Accordingly, the variational constraints can be equivalently formulated as

a : R×H1
∂D(Ω)×H1

∂D(Ω)→ R, a = a(s;u, v),

where

a(s;u, v) =

∫
Ωs

−∇u · ∇v − k2uvdx+

∫
∂Ω∗

DtNk(u|∂Ω∗)v|∂Ω∗dS

=

∫
Ω
−∇(u ◦ Φs) · ∇(v ◦ Φs)DΦ−1

s DΦ−T
s

− k2(u ◦ Φs)(v ◦ Φs) detDΦsdx+

∫
∂Ω∗

DtNk(u|∂Ω∗)v|∂Ω∗dS,

(3.9)

for all u, v ∈ H1
∂D(Ω) and with Ωs := R2 \ D̄s. We have that u(Φs(x)) :=

(u ◦ Φs)(x). By setting u(x′) = u(Φs(x)) and renaming v := (v ◦ Φs), (3.9) is
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equivalent to

a(s;u, v) =

∫
Ω
(−∇u(x′) · ∇v(x′)DΦ−1

s DΦ−T
s − k2u(x′)v(x′)) detDΦsdx

′

+

∫
∂Ω∗

DtN (u|∂Ω∗)v|∂Ω∗dS.

(3.10)

for all u, v ∈ H1
∂D(Ω) and with DΦ−1

s = (DΦs(x
′))−1. We notice that the second

term of a(u, v) and l(v) is not affected by the transformation, as the truncation
boundary is by definition not affected by the deformation ofD, that is ΦV |∂Ω∗ = I.
Hence we simply have

l : R×H1
∂D(Ω)→ R, l = l(s; v)

l(s; v) =

∫
∂Ω∗

(−γNuinc +DtNk(u
inc|∂Ω∗))v|∂Ω∗dS,

(3.11)

for all v ∈ H1
∂D(Ω). We can use (3.10) and (3.11) to replace the constraints (1.2)

with a parameter dependent variational problem:

a(s;u, v) = l(s; v),

where a and l is as in (3.10) and (3.11). Note that our shape functional

J : R×H1
∂D(Ω)→ R J = J(s;u(s))

J(s;u(s)) = ||ug − F (u)||2L2(S1)

as well as a and l “only” indirectly depends on the parameter s. F (u) is the
volume representation of the far-field and linear in u ∈ H1

∂D(Ω).

It is now convenient to define the following bilinear form

e(s;u, v) = a(s;u, v)− l(s; v). (3.12)

Now we choose to introduce the Lagrangian

L : R×H1
∂D(Ω)×H1

∂D(Ω)→ R,
L(s;u, v) = J(s;u)− e(s;u, v) = J(s;u)− [a(s;u, v)− l(s; v)].

(3.13)

We can write
L(s;u, v) = J(s;u)

as e(s;u, v) = 0 for all v ∈ H1
∂D(Ω) when the variational constrains are satisfied.

Therefore, we can compute the shape derivative as follows

〈
dJ(D)

dD
,V

〉
= lim

s→0

J(Ds)− J(D)

s
= lim

s→0

L(s;u(s), v)− L(s;u(0), v)
s

. (3.14)
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This reads,

dL(s;u(s), v)
ds

∣∣∣∣
s=0

=
dL(s;u(s), v)

∂s
+

〈
dL(s;u(s), v)

∂u
,
du

ds

∣∣∣∣
s=0

〉
The Lagrange multiplier v is a free parameter in H1

∂D(Ω). We choose v in a way,
such that, ⟨∂uL, ϕ⟩ = 0 to avoid having to compute

du

ds

∣∣∣∣
s=0

.

This leaves us with the adjoint equation〈
dL(s;u(s), v)

∂u
, ϕ

〉
= 0, for all ϕ ∈ H1

∂D(Ω). (3.15)

That is

2

∫
S1
(F (u)− ug)F (ϕ)dS−

∫
Ω
−∇ϕ · ∇v − k2ϕvdx+

∫
∂Ω∗

v∇ϕ · ndS = 0,

(3.16)

for all ϕ ∈ H1
∂D(Ω). When v is chosen this way, the expression (3.14) simplifies to〈

dJ(D)

dD
,V

〉
=

∂J(s;u(s), v)

∂s︸ ︷︷ ︸
1○

− ∂a(s;u(s), v)

∂s︸ ︷︷ ︸
2○

+
∂l(s;u(s), v)

∂s︸ ︷︷ ︸
3○

.
(3.17)

We will now derive the explicit form of the shape gradient. The partial derivatives
on the right-hand side of (3.17) can be computed by employing transformation
techniques. We will start with the first term 1○ :

We conclude, with the chain rule, that the partial derivative must equal zero. As
the shape functional ||ug−F (u)||2L2(S1) does not directly depend on s, specifically

∂J(s;u(s), v)

∂s
= 2

∫
S1
(F (u)− ug)dS ·

F (u)

∂s︸ ︷︷ ︸
=0

= 0. (3.18)

Before we start deriving the second term 2○ of (3.17) we are going to show two
identities.

Lemma 3.2. For DΦs being the Jacobian matrix of Φs, It holds,

1. det(DΦs) = 1 + div(sV) +O(||sV||)

2. DΦ−1
s = I−D(sV) +O(||sV||2C1).
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Proof (2D-case). 1. We start with the first identity. It holds that

DΦs :=

[
∂Φs1
∂x1

∂Φs1
∂x2

∂Φs2
∂x1

∂Φs2
∂x2

]
=

[
1 + s∂V1(x)

∂x1
s∂V1(x)

∂x2

s∂V2(x)
∂x1

1 + s∂V2(x)
∂x2

]

Then we have that

det(DΦs) = (1 + s
∂V1(x)
∂x1

) · (1 + s
∂V2(x)
∂x2

)− s
∂V1(x)
∂x2

· s∂V2(x)
∂x1

= 1 + s
∂V2(x)
∂x1

+ s
∂V1(x)
∂x2︸ ︷︷ ︸

divsV

+ s
∂V1(x)
∂x1

· s∂V2(x)
∂x2

− s
∂V1(x)
∂x2

· s∂V2(x)
∂x1︸ ︷︷ ︸

O(||sV||)

2. For the following equalities, we use the fact that (1+sVi)−1 =
∑

k≥0(−1)k(sVi)k
when s small enough and i ∈ {1, 2}.

DΦ−1
s :=

∂Φ−1
s1

∂x1

∂Φ−1
s1

∂x2
∂Φ−1

s2
∂x1

∂Φ−1
s2

∂x2

 =

[
1 +

∑
k≥1(−1)ksk

∂Vk
1 (x)
∂x1

∑
k≥1(−1)ksk

∂Vk
1 (x)
∂x2∑

k≥1(−1)ksk
∂Vk

2 (x)
∂x1

1 +
∑

k≥1(−1)ksk
∂Vk

2 (x)
∂x2

]
= I−D(sV) +O(||sV||2C1).

Remark 3.3. This proof can easily be generalized to n-dimension.

By plugging in the identities from Lemma 3.2 in (3.10), it becomes clear that

∂a(s;u(s), v)

∂s
=

∫
Ω
−∇u(divV · I−DV −DVT )∇v + k2uvdivVdx. (3.19)

The derivative of the second term in (3.10) vanishes, as it does not directly
depend on s. More precisely, the Dirchet-to-Neumann operator is linear, and the
truncation boundary is not affected by the vector-field deformation and therefore
does not depend on s. The partial derivative with respect to s is therefore zero.

For the third term, 3○ in (3.17) we also have that it does not directly depend on
s and is equal to zero.

Using (3.17) as well as the results in (3.18) and (3.19) we can compute the shape
derivative, and we get〈

dJ(Ω)

dD
,V

〉
=

∫
Ω
∇u(divV · I−DV −DVT )∇v − k2uvdivVdx.

Which correspond to the formula (3.7).
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Boundary representation of the shape derivative

The main goal of this section of the proof is to recast the shape derivative (3.7)
to a boundary integral of the form∫

∂Ω
f(x) V · n(x)dS. (3.20)

Here again we work similarly to ([7] Ch. 2, Sect. 2.1). To start with, we choose
to rewrite (3.7) as∫

Ω
−∇u(DV +DVT )∇v + divV(∇u∇v − k2uv)dx. (3.21)

We consider the following result,

Theorem 3.4 (Regularity Theorem). 1 Let a be an H1
0 -elliptic bilinear form with

sufficient smooth coefficient functions.

1. If Ω is convex, then the Dirichlet problem is H2-regular

2. If Ω has a Cs boundary with s ≥ 2, then the Dirchlet problem is Hs-regular

As a consequence of Theorem, 3.4, we have that the solution of u and v are in
H2(Ω). We can therefore imply the following vector identity ([10], Sect. 6, id.
43):

V · ∇(∇u · ∇v) +∇u(DV +DVT )∇v = ∇(V · ∇u) · ∇v +∇u · ∇(V · ∇v)
⇐⇒ −∇u(DV +DVT )∇v = −∇(V · ∇u) · ∇v −∇u · ∇(V · ∇v)

+ V · ∇(∇u · ∇v).
(3.22)

Substituting (3.22) into (3.21) results in〈
dJ(D)

dD
,V

〉
=

∫
Ω
−∇(V · ∇u) · ∇v −∇u · ∇(V · ∇v) + divV(∇u∇v − k2uv)︸ ︷︷ ︸

1○
dx.

(3.23)

By the linearity and the product rule, it holds that 1○ can be rewritten as follows,

div(V(∇u∇v − k2uv)
lin.
= div(V(∇u∇v))− div(V(k2uv))
prod.
= div(V)(∇u∇v) +∇(∇u∇v)V − V · (k2∇(u) + k2∇(v)u)
− div(V)(k2uv).

1The theorem is taken from ([9] Ch. 2, Thm 2.2)
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Thus,

div(V)(∇u∇v − k2uv)) = div(V(∇u∇v − k2uv)−∇(∇u∇v)V)
+ V · (k2∇(u)v + k2∇(v)u).

(3.24)

Substituting (3.24) into (3.23) leaves us with the expression〈
dJ(D)

dD
,V

〉
=

∫
Ω
−∇(V · ∇u) · ∇v −∇u · ∇(V · ∇v)

+ div(V(∇u∇v − k2uv)) + V · (k2∇(u)v + k2∇(v)u)dx.

After rearranging the terms, we are left with the sum of the following next three
integrals 〈

dJ(D)

dD
,V

〉
=

∫
Ω
div(V(∇u∇v − k2uv)) (3.25)

+

∫
Ω
∇u · ∇(V · ∇v) + uk2V · ∇v (3.26)

+

∫
Ω
−∇v · ∇(V · ∇u) + vk2V · ∇u. (3.27)

The goal is now to write these three integrals as a boundary integral. Starting
with the first one, we have with Gauss divergence theorem that∫

Ω
div(V(∇u∇v − k2uv) =

∫
∂Ω
V · n(∇u∇v − k2uv)dS.

For the second integral, we have that it has to equal zero due to the state equation
or the variational constrains (1.2) and (1.5). In detail, we have that

a(s, u, v) = l(v) ∀ v ∈ H1(Ω)∂D = {w ∈ H1(Ω) : w|∂D = 0}.

Moreover, V · ∇v ∈ H1
∂D(Ω) as v ∈ H1

∂D(Ω) and V ∈ C∞(Ω) ⊂ H1(Ω). Plugging
this into (1.5) leaves us with∫

Ω
∇u · ∇(V · ∇v) + uk2V · ∇v = 0,

as V = 0 on the truncation boundary ∂Ω∗.

Lastly, due to the adjoint equation (3.16), the third equation must as well equal
zero. More precisely, we have again that V · ∇u ∈ H1

(∂D)(Ω) as u ∈ H1
∂D(Ω) and

V ∈ C∞(Ω) ⊂ H1(Ω), as well as the adjoint equation

2

∫
S1
(F (u)− ug)F (ϕ)dS−

∫
Ω
−∇ϕ · ∇v − k2ϕv = −

∫
∂Ω∗

v∇ϕ · ndS ∀ ϕ ∈ H1
∂D(Ω),

(3.28)
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As (3.28) holds for any ϕ ∈ H1
∂D(Ω), we can therefore choose ϕ = V · ∇u ∈

H1
∂D(Ω). Then the first integral in (3.28) vanishes as V = 0 on the integration

domain A of the far-field function, F . For the right-hand side of (3.28), we again
have that V = 0 on the truncation boundary, ∂Ω∗ and therefore the integral must
equal zero. We therefore end up with∫

Ω
−∇v · ∇(V · ∇u) + vk2V · ∇u = 0.

For the shape derivative, we find〈
dJ(D)

dD
,V

〉
=

∫
∂Ω
V · n(∇u∇v)dS −

∫
∂Ω
V · n(k2uv)dS. (3.29)

From (1.2) we have that u = 0 on ∂Ω. Thus,〈
dJ(D)

dD
,V

〉
=

∫
∂Ω
V · n(∇u∇v)dS.

Which correspond to the formula (3.8). Note: k enters (3.8) through the state
equation and the adjoint equation



Chapter 4

The Method of Fundamental
Solution

In this chapter, we are going to investigate another method of deciding the shape
sensitivity of D with the help of the Method of Fundamental solution (MFS). In
which we approximate the solution u of the Helmholtz boundary value problem
by fundamental solutions of the Helmholtz equation. The point of this is then
that we get a discretized version of the solution [11].

4.1 The Method of Fundamental Solutions for scatter-
ing problems

We consider our original boundary value problem, which was presented in the
introduction. {

∆u+ k2u = 0 in Ω

u = 0 on ∂Ω,
(4.1)

where u = us + uinc. This can equivalently be written as{
∆us + k2us = 0 in Ω

us = −uinc on ∂Ω.
(4.2)

The idea of the Fundamental solution is to approximate the solution us by a
linear combination of fundamental solutions in terms of source points yj with
j ∈ {1, ..., n} equispaced on a closed source curve Σ contained in inside the
domain D = R2 \ Ω. Thus,

us(x) ≈ u(n)s (x) =

n∑
j=1

cjΦk(||x− yj ||), cj ∈ C, (4.3)

24
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with Φk(r) =
i
4H

(1)
0 (kr) being the fundamental solution of the Helmholtz equa-

tion, H(1)
0 the Hankel function of the first kind of order zero and n the number

of approximating functions, each of which is associated with a source point yj .

As mentioned in Chapter 2, x → Φk(||x − y||) is a radiating solution to the
Helmholtz equation for any y ∈ ∂D. This holds because x ̸= y, as one of the
points is in the interior of our shape D and the other one is on the boundary ∂D.
From this, we conclude that the linear combination also has to be a radiating
solution to the Helmholtz equation.

The MFS unknown coefficient cj is determined by collocating the boundary con-
dition at m points. For this, we choose pi ∈ D, i ∈ {1, ...,m} equidistant, with
m ≥ n. This leads to a linear system of equation

n∑
j=1

cj Φk(||pi − yj ||)︸ ︷︷ ︸
Aij

= −uinc(pi), cj ∈ C. (4.4)

This can be written as

Ac = −uinc,

where A is a m×n Matrix, c is an unknown n×1 vector containing the coefficient
cj and uinc is a known m× 1 vector containing the points uinc(pi) .

As the system is over-determined, we can for example solve it with help of the
truncated singular decomposition or QR-decompstion.

D

Σ

Figure 4.1: closed source curve inside D

4.1.1 Structure of algorithm in 2D

In this section, we are going to approximate source density in finite-dimensional
space with a collocational approach.

First, let us take a look at the continuous version of (4.3) and the exact-description
of us, where instead of considering a vector of coefficients cj , we have an unknown
source density φ(y),

us(x) =

∫
Σ
Φk(||x− y||φ(y)dS(y) !

= −uinc(x). (4.5)
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To approximate the source density we want to minimize the least square

||
∫
Σ
Φk(||x− y||)φ(y)dS(y) + uinc(x)||2L2(∂D) (4.6)

=

∫
∂D

∣∣∣∣(∫
Σ
Φk(||x− y||φ(y)dS(y) + uinc(x)

)∣∣∣∣2 dS(x). (4.7)

To be able to do this numerically, we choose to do this on a finite dimensional
space and to be able to compute ||·||2L2(∂D) we will consider numerical quadrature.
More precisely, by considering an n-dimensional space we write

m∑
i=1

ωk

∣∣∣∣(∫
Σ
Φk(||pi − y||φ(y)dS(y) + uinc(pi)

)∣∣∣∣2

=
m∑
i=1

ωk

∣∣∣∣∣∣
 n∑

j=1

cjΦk(||pi − yj ||) + uinc(pi)

∣∣∣∣∣∣
2

.

As explained above, a collocation approach is used, meaning that u(n)
inc = uinc on

∂D is enforced in a finite number of points pi,−uinc(pi). Furthermore, we set
all the weights ωk to equal one, and we become

m∑
i=1

∣∣∣∣∣∣
 n∑

j=1

cjΦk(||pi − yj ||) + uinc(pi)

∣∣∣∣∣∣
2

. (4.8)

Algorithm 1 Find source points
Input: y,p,uinc

Output: c
for j ∈ {1, ..., n} and i ∈ {1, ...,m} do

(A)i,j ← Φk(||pi − yj ||)
end for
c← lstsq solution of Ac = −uinc

D

p

y

∂D

Figure 4.2: closed source curve inside D
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Numerical Example - Scattering on unit disk

In this numerical example, we consider D to be a unit disk D = {x; |x| < 1}
centered at the origin. The source points are located inside D on a circle with
radius R = 0.5 centered at the origin, such that

yj = Reiϕj = (R cosϕj , R sinϕj), j = 1, ..., n,

with ϕj = 2πj/n. The boundary in collocation points is given by

pi = eiϕi = (cosϕi, sinϕi), i = 1, ...,m.

with ϕi = 2πi/n.

The distribution of yj and pi you can see in figure 4.3:

Figure 4.3: Source points and collocation points for n=m=20

In this numerical example, we consider the simplest case of a plane wave with
wave number, k = 1. Then we can minimize the least square functional (4.8) to
obtain the coefficients cj and an approximation for us. This was accomplished
using Python, see appendix I. With the coefficient cj in hand, we choose to
investigate the convergence of the MFS by plotting the MFS approximation of
us besides the exact analytical solution of (4.2) which is given by [12]:

u(r, θ) =J0(kr)−
J0(ka)H

(1)
0 (kr)

H
(1)
0 (ka)

+ 2

∞∑
n=1

in cos(nθ)

[
Jn(kr)− Jn(ka)

H
(1)
n (kr)

H
(1)
n (ka)

]
,

(r, θ) ∈ R2 \B(0; a) = {r ≥ a, θ ∈ [0, 2π)}
(4.9)
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where k = 1 and a = 1 is the radius of our obstacle. We now choose to plot
the real and imaginary parts of our MFS solution for, m = n ∈ {3, 5, 20} on,
x ∈ B(0, 2) besides the exact solution us = u− uinc which we obtain with (4.9).
By looking at the plots, it would seem that the MFS approximation converges
towards the exact solution.

Figure 4.4: Real plot for n=m=3

Figure 4.5: Imaginary plot for n=m=3
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Figure 4.6: Real plot for n=m=5

Figure 4.7: Imaginary plot for n=m=5
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Figure 4.8: Real plot for n=m=20

Figure 4.9: Imaginary plot for n=m=20

4.2 Inverse Scattering problem with MFS

In this section, we are going to use the MFS approach to approximate the solu-
tions of the adjoint boundary value problem and derive the derivative formula of
our far-field tracking functional J .
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Theorem 4.1. The shape derivative of

J(D,u) = ||ug − u∞(D)||2L2(S1) = ||ug − F (u)||2L2(S1), (4.10)

using the approximation of us in (4.3) and where F (u)(x) is the volume repre-
sentation of the far-field function, can be formulated as〈

dJ(D)

dD
,V

〉
=∂rΦ(||T (pi)− T (yj)||)

(T (pi)− T (yj)) · (V(pi)− V(yj))

||T (pk)− T (yj)||
· uv

+∇uinc(T (pi)) · V(pi) · v,
(4.11)

where v is the corresponding solution of the adjoint equation,〈
∂L
∂u

, ϕ

〉
= 2

∫
S1
(F (u)− ug)F (ϕ)dS+ ⟨A(D)ϕ, v⟩, for all ϕ ∈ H1(Ω).

and

T : R2 → R2, T (x) = x+ sV
Aij = Φk(||T (pi)− T (yj)||).

Proof. We start by once again considering our functional

J(D,u) = ||ug − u∞(D)||2L2(S1) = ||ug − F (u)||2L2(S1), (4.12)

F (u)(x) is the Volume representation of the far-field function, a linear function
in u ∈ H1

∂D(Ω). We have that u satisfies the variational constraint, A(∂D,Σ)u =
b(∂D), where A is an operator related to the continuous problem (4.5).

As in the previous chapter, we can define the Lagrangian,

L(D,u, v) = J(u(D), D) + ⟨A(D)u− b(D), v⟩,

where v ∈ Cn is a Lagrange multiplier. We choose v in the same way as in
Chapter 3, such that the adjoint equation,〈

∂L
∂u

, ϕ

〉
=

〈
∂J(D)

∂u
, ϕ

〉
−
〈
∂e(0, v, u(0)

∂u
, ϕ

〉
= 0 for all ϕ ∈ H1(Ω).

This is,〈
∂L
∂u

, ϕ

〉
= 2

∫
S1
(F (u)− ug)F (ϕ)dS+ ⟨A(D)ϕ, v⟩, for all ϕ ∈ H1(Ω).

hence,
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〈
dJ(D)

dD
,V

〉
=

〈
dL(D)

dD
,V

〉
=

〈〈
dA(D)

dD
,V

〉
u−

〈
db(D)

dD
,V

〉
, v

〉
.

We remember that we are trying to solve the scattering problem, presented in the
introduction, for our scatterer D := Φs(D0). Therefore, we are going to imple-
ment it in terms of pursuing diffeomorphism. Thus, we consider the deformation
diffeomorphism

T : R2 → R2, T (x) = x+ sV.

and the over-determined linear system on equation
n∑

j=1

cjΦk(||x− T (yj)||) = −uinc(T (pi)), cj ∈ C.

Now in the method of fundamental solution in the discrete case, we consider
instead of A the approximation matrix A, defined as

Aij = Φk(||T (pi)− T (yj)||).

Therefore,

Aij(D) = Aij(T (D0))

=⇒ Aij((T + sV)(D0)) = Φ(||T (pi)− T (yj) + s(V(pi)− V(yj))||).

Deriving this expression with respect to D leaves us with〈
dAij(D)

dD
,V

〉
=

∂Ai,j(T + sV)
∂s

∣∣∣∣
s=0

= ∂rΦ(||T (pi)− T (yj)||)
(T (pi)− T (yj)) · (V(pi)− V(yj))

||T (pi))− T (yj)||
.

Furthermore, we have for bi = −uinc(pk) that〈
dbi(D)

dD
,V

〉
=

∂bi(T + sV)
∂s

∣∣∣∣
s=0

= −∇uinc(T (pi)) · V(pi).

Hence, we get the following expression for the shape derivative

〈
dJ(D)

dD
,V

〉
=∂rΦ(||T (pi)− T (yj)||)

(T (pi)− T (yj)) · (V(pi)− V(yj))

||T (pi)− T (yj)||
· uv

+∇uinc(T (pi)) · V(pi) · v.

Witch corresponds to (4.11).



Chapter 5

Conclusion and Outlook

The thesis aimed to investigate shape sensitivity for acoustic scattering in two
dimension. For this, we first introduced the acoustic model and the far-field
function. Although, we specifically focused on computing the shape-derivative
of the L2 far-field tracking functional, our shape functional. To do this, we
relied on two different methods. Firstly, we used the adjoint method. This was
a powerful technique that allowed for the efficient calculation of gradients. It
involves solving an equation called the adjoint equation, which we derived from
the original problem. By using the adjoint method, we obtained the gradient
of the shape functional with respect to the parameter s, in the direction of a
vector-field, in a computationally efficient way. Making it particularly useful in
applications, where the shape functional is hard to evaluate, as the computation
cost is also independent of the parameters that representing our scatterer.

The method of fundamental solution was introduced later on. This method in-
volved solving a system of linear equations by approximating the solution using
the fundamental solution of the partial differential equation, the Helmholtz equa-
tion. The method of fundamental solution offered several advantages in the sense
that it is easy to compute and implement. Lastly, we used this approximation to
compute the derivative of the shape functional, which was effective. This would
as well be easy to implement and is of meshless nature, which implies that we do
not have the concern of mesh constraints.

A further interesting aspect of this problem would be to implement the two
methods numerically and compare the accuracy depending on the scatterer.
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Appendix A

Source Code

A.1 Numerical example

The following code snippets are used for the numerical example in section 4.1.1.

A.1.1 Least square solution of c

This code was used to approximate the coefficient cj and plot the source and
boundary points

import numpy as np
from s c ipy . l i n a l g import l s t s q
from s c ipy . s p e c i a l import hankel1
R=1/2
n=20
m=20

def Phi_k( r ) :
return 1 j ∗ hankel1 (0 , r )/4

phi_y = np . l i n s p a c e (0 , 2 ∗ np . pi , n , endpoint=False )
phi_p = np . l i n s p a c e (0 , 2 ∗ np . pi , m, endpoint=False )
y = R ∗ np . exp (1 j ∗ phi_y )
p = np . exp (1 j ∗ phi_p )

u_inc= np . exp (1 j ∗np . cos ( phi_p ) )

A = np . z e r o s ( (m, n ) , dtype=complex)

for i in range (m) :
for j in range (n ) :

A[ i , j ] = Phi_k(np . abs (p [ i ] − y [ j ] ) )

A-1



Source Code A-2

c , _, _, _ = l s t s q (A, −u_inc )
print ( "Least ␣ squares ␣ s o l u t i o n : ␣" , c )

import matp lo t l i b . pyplot as p l t

# Plo t the source and boundary po in t s
p l t . f i g u r e ( )
p l t . p l o t (np . r e a l ( y ) , np . imag (y ) , ’ ro ’ , l a b e l=’ Source ␣Points ’ )
p l t . p l o t (np . r e a l (p ) , np . imag (p ) , ’ bo ’ , l a b e l=’Boundary␣Points ’ )
p l t . x l ab e l ( ’ Real ’ )
p l t . y l ab e l ( ’ Imaginary ’ )
p l t . l egend ( )
p l t . t i t l e ( ’ Source ␣and␣Boundary␣Points ’ )
p l t . g r i d (True )

# Show the p l o t s
p l t . show ( )

A.1.2 Plots of the scattered wave

Real part

The following code was used to plot the real exact solution of us and the real
approximation of us using MFS.

import numpy as np
import matp lo t l i b . pyplot as p l t
from C_numex import c
from C_numex import y
from sc ipy . s p e c i a l import jn , hankel1

# Exact s o l u t i o n from Colton and Kress
de f u( r , theta , a , k ) :

sum_term = 0
f o r n in range (1 , 100 ) :

in_term = 1 j ∗∗n # Replace with the de s i r ed c o e f f i c i e n t ’ in ’
cos_term = np . cos (n ∗ theta )
Jn_kr = jn (n , k ∗ r )
Jn_ka = jn (n , k ∗ a )
Hn_kr = hankel1 (n , k ∗ r )
Hn_ka = hankel1 (n , k ∗ a )
sum_term += in_term ∗ cos_term ∗ (Jn_kr − Jn_ka ∗ Hn_kr / Hn_ka)



Source Code A-3

u_real = jn (0 , k ∗ r ) − jn (0 , k ∗ a ) ∗ hankel1 (0 , k ∗ r ) /
hankel1 (0 , k ∗ a ) + 2 ∗ sum_term

return u_real

de f Phi_k( r ) :
r e turn 1 j ∗ hankel1 (0 , r )/4

# Generate po in t s on the c i r c l e with rad iu s 2
rad iu s = 2 .0
k=1
num_points = 500
theta = np . l i n s p a c e (0 , 2 ∗ np . pi , num_points , endpoint=False )
x = rad iu s ∗ np . exp (1 j ∗ theta )
u_inc = np . r e a l (np . exp (1 j ∗ k ∗ rad iu s ∗ np . cos ( theta ) ) )
x_axis = theta / (2 ∗ np . p i )

# Calcu la te the r e a l part o f the numerica l s o l u t i o n
u_n_real = np . z e r o s_ l i k e (x )
f o r j in range ( l en ( c ) ) :

u_n_real += np . r e a l ( c [ j ] ∗ Phi_k(np . abs (x − y [ j ] ) ) )

# Plot the r e a l part o f the numerica l s o l u t i o n
p l t . f i g u r e ( )
p l t . p l o t ( x_axis , u_n_real , ’ r − ’ , l a b e l =’Real (u(x ) ) ’ )
a = 1
k = 1
r=2
num_points = 50
theta = np . l i n s p a c e (0 , 2 ∗ np . pi , num_points , endpoint=False )
x_axis = theta / (2 ∗ np . p i )
u_inc = np . r e a l (np . exp (1 j ∗ k ∗ r ∗ np . cos ( theta ) ) )

# Evaluate the r e a l part o f the exact func t i on u_s
#f o r each theta value
u_real = np . r e a l (u( r , theta , a , k ) ) − u_inc

p l t . p l o t ( x_axis , u_real , c o l o r =’b ’ , l a b e l =’Real (u ) ’ )

p l t . x l ab e l ( ’ / 2 ’ )
p l t . y l ab e l ( ’Re(u_s(x ) ) ’ )
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p l t . l egend ( )

p l t . g r i d (True )

# Show the p l o t
p l t . show ( )

Imaginary part

The following code was used to plot the imaginary exact solution of us and the
imaginary approximation of us using MFS.

import numpy as np
import matp lo t l i b . pyplot as p l t
from C_numex import c
from C_numex import y
from sc ipy . s p e c i a l import jn , hankel1

# Exact s o l u t i o n from Colton and Kress
de f u( r , theta , a , k ) :

sum_term = 0
f o r n in range (1 , 100 ) :

in_term = 1 j ∗∗n # Replace with the de s i r ed c o e f f i c i e n t ’ in ’
cos_term = np . cos (n ∗ theta )
Jn_kr = jn (n , k ∗ r )
Jn_ka = jn (n , k ∗ a )
Hn_kr = hankel1 (n , k ∗ r )
Hn_ka = hankel1 (n , k ∗ a )
sum_term += in_term ∗ cos_term ∗ (Jn_kr − Jn_ka ∗ Hn_kr / Hn_ka)

u_real = jn (0 , k ∗ r ) − jn (0 , k ∗ a ) ∗ hankel1 (0 , k ∗ r ) / hankel1 (0 , k ∗ a ) + 2 ∗ sum_term
return u_real

de f Phi_k( r ) :
r e turn 1 j ∗ hankel1 (0 , r )/4

# Generate po in t s on the c i r c l e with rad iu s 2
rad iu s = 2 .0
k=1
num_points = 500
theta = np . l i n s p a c e (0 , 2 ∗ np . pi , num_points , endpoint=False )
x = rad iu s ∗ np . exp (1 j ∗ theta )
u_inc = np . imag (np . exp (1 j ∗ k ∗ rad iu s ∗ np . cos ( theta ) ) )
x_axis = theta / (2 ∗ np . p i )
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# Calcu la te the r e a l part o f the numerica l s o l u t i o n
u_n_real = np . z e r o s_ l i k e (x )
f o r j in range ( l en ( c ) ) :

u_n_real += np . imag ( c [ j ] ∗ Phi_k(np . abs (x − y [ j ] ) ) )

# Plot the r e a l part o f the numerica l s o l u t i o n
p l t . f i g u r e ( )
p l t . p l o t ( x_axis , u_n_real , ’ r − ’ , l a b e l =’MFS’ )
a = 1
k = 1
r=2
num_points = 50
theta = np . l i n s p a c e (0 , 2 ∗ np . pi , num_points , endpoint=False )
x_axis = theta / (2 ∗ np . p i )
u_inc = np . imag (np . exp (1 j ∗ k ∗ r ∗ np . cos ( theta ) ) )

# Evaluate the r e a l part o f the exact func t i on u_s f o r each theta value
u_real = np . imag (u( r , theta , a , k ) ) − u_inc

p l t . p l o t ( x_axis , u_real , c o l o r =’b ’ , l a b e l =’Exact ’ )

p l t . x l ab e l ( ’ / 2 ’ )
p l t . y l ab e l ( ’ Im(u_s(x ) ) ’ )
p l t . l egend ( )

p l t . g r i d (True )

# Show the p l o t
p l t . show ( )

A.2 Plot of Hankel function

This code is used to plot the real and imaginary part of the Hankel function of
the first kind, order zero in the introduction.

# Define the range o f va l u e s f o r the independent v a r i a b l e
r = np . l i n s p a c e (0 , 10 , 1000)



Source Code A-6

# Compute the Hankel f unc t i on o f the f i r s t kind , order 0
hankel = hankel1 (0 , r )

# Plo t the r e a l and imaginary par t s o f the Hankel f unc t i on
f i g , ax = p l t . subp lo t s ( )
ax . p l o t ( r , hankel . r ea l , l a b e l=’ Real ␣ part ’ )
ax . p l o t ( r , hankel . imag , l a b e l=’ Imaginary␣ part ’ )
ax . s e t_x labe l ( ’ r ’ )
ax . s e t_y labe l ( ’ Hankel␣ func t i on ␣ o f ␣ the ␣ f i r s t ␣kind , ␣ order ␣0 ’ )
ax . l egend ( )
p l t . show ( )
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